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1. Introduction

The 1990s witnessad an upsurge in internationa cgpitd flows the world over. This
was a consequence of severd factors such as financid liberdization and innovations,
gread of information technology and proliferaion of inditutiond investors. A
noteworthy feature of the increased flows to developing countries was that private (equity
and debt) flows rather than officid flows became a dominant source of financing large
current account imbdances. Furthermore, equity flows gained importance compared to
debt flows.

At the same time, capita flows to developing countries have been very \oldile in the
recent padt. This is evident from recent episodes of financid crises such as the Eag Asan
crigs of 1997-98, followed by the turmoail in globd fixed income markets More recently,
the collgpse of Argentind's currency board peg in 2001 and the reveaion of accounting
irregularities and corporate falluresin the U.S. in 2002 have affected capitd flows.

Agang this backdrop of an increese in magnitude and varidbility of capitd flows,
this dudy examines the impact of changes in the levds and voldtility of cgpitd flows on
the Indian exchange raes, while accounting for other factors tha have a potentid
influence on thered effective exchange rate (REER).

Until 1973, the Indian rupee followed a fixed exchange rate regime wherein the upee
was pegged to the pound gerling. With the breskdown of the Bretton Woods sysem in
the early 1970s, India switched over to a sysem of managed exchange rates. During this
period, the nomind exchange rae was the operding vaiable to achieve the intermediate
target of a medium—term eqilibrium path of the red effective exchange rate. REER fdll?
conggtently between 1980-81 and 1992-93 from 104.48 to 57.08. In early 1990s, India
was faced with a severe baance of payment crigs due to the dgnificart rise in ail prices,
the sugpendon of remittances from the Gulf region and severd other exogenous
devdopments. Amongs the saverd meesures teken to tide over the criss was a
devauation of the rupee in July 1991 to maintan the competitiveness of Indian exports.

2 The dfinition of REER used in this paper is based on trade weights. It is the weighted average of bilaterd
nomind exchange raies of the home currency in teems of the foregn currencies adjusted by domedtic to
foreign locd-currency prices. Thus, a fdl in REER implies deprediaion and an increese in the same
implies gppreciation. The number of countriesinduded is 36.



This initisted the move towards grester exchange rate flexibility. A liberdized exchange
ratle management sysem was put in place in March 1992 dong with other measures to
liberdize trade, indugtry and foregn invesment. The unification of the exchange rate of
the Indian rupee made it market determined. From then on, the foreign exchange market
exhibited orderliness except for a few episodes of volaility during which the Reserve
Bank of India (RBI) took steps to restore stability. Moreover, with the gradud opening of
the current and capitd account transactions and the growing investor confidence, there
was an increase in the volume of capitd inflows There were surges in cgpitd inflows in
1993-94, 1994-95 and the firg haf of 1995-96. This dong with robust export growth,
began pushing the exchange rae upwads Beginning with 1992-93, REER rose
continuoudy and good a 74.14 in the financid year 2003-04.

During the decade of 1980s net cgoitd inflows to India were dmost negligible
and became a quantity to be reckoned with only 1993-94 onwards. From a low of Rs.
1699 crores in 1992-93, net capitd inflows jumped to Rs. 13282 crores in 1993-94. From
then on, except for a few aberations (during 1998-99 net capitd inflows fdl to Rs. 10169
crores due to the East Adan criss and in 2002-03, they again dipped to Rs. 27254 crores
which can be atributed to the globd economic dowdown), capitd inflows have been
mushrooming. The net cgoitd inflows increesed from an average of about Rs 200 crores
during the 1980s to an average of over Rs. 12,000 crores during the 1990s. While in
1993-H, net capita inflows amounted to Rs. 13282 crores, the figure increased over five
timesto reach Rs. 73461 croresin 2003-04.

The compogtion of capitd inflows dso changed markedly. Inflows in the form of
foreign direct invetment (FDI), portfolio invesment, externd commercid borrowings,
nonresident depodts and socid depost schemes dominated the capita account and the
dependence on ad was nearly diminaed. This is agan a reflection of the growing
confidence among intemnationd invetors in India as it increesangly liberdized its
policies. FDI to India which sood a a low levd of Rs. 1837 crores during 1993-94,
picked up dgnificantly theresfter and during 2003-04, it stood a Rs. 21,463 crores, an
average anua increese of over 100%. FII inflows to India started only in 1993-94 (Rs.
11,445 crores) and snce then have been on the rise. They totded Rs 51,998 crores
during 2003-04. Thus, over a span of ten years, Fll inflows increased by over four times.



Totd foregn invetment (FII+FDI) in India over the period 1993-94 to 2003-04
accounted for over 55% of the tota net cgpitd inflows.

Figure 1° gives the rdationship between nomind net caitd inflows agang REER
for the period 1980-81 to 2003-04 and clearly shows the trends discussed above. It is
evident from the figure that capitd flows to India were near zero until the beginning of
1990s and began to increase dgnificantly only theresfter as the country, with its newly
initisted liberdization, increesngly provided aitractive avenues to invest. At the same
time, REER, which fdl between 1980-81 and 1992-93, dso began to gppreciate as a
reult of increedng cepitd inflows and export growth. The corrdation between net
capitd inflows and REER is as high as 0.787 for the period 1993-94 to 2003-04.

In this paper, robust econometric techniques are gpplied to Indian data to examine
the rdaionship between cepitd flows REER and foregn exchange resarves of the RBI
for the period 1993Q2 to 2004Q1. An earlier sudy by Chakraborty (2003) discusses the
relationship between capitd flows and REER for India between 1993Q2 and 2001Q1.
The study uses an unrestricted VAR framework and the variddes included are, net capitd
inflows (aggregate of FDI, portfolio invesment and externd commercid borrowing), and
rate of growth of domedtic credit and rate of inflaion as proxies for monetary and fiscd
policies, regpectivdly. The paper concdudes that REER depreciated in response to one
dandard devidion innovaion to foregn capitd inflows. This condugon, that is contrary

to economic intuition, might be a result of the wesk econometric methodology used in the

paper.*

This peper is divided into tre following sections. Section 2 destribes the
theoreticd modd. Section 3 reports the econometric methodology. The empiricd
esimates are reported in Section 4. Section 5 concludes the pagper. Data definitions and
sources are reported in the gppendix.

% Figure 1 measures Net Capitd Inflows by ‘net foreign investment' defined as the sum of net foreign
investment in India (Direct + Portfolio) and net foreign invesment abroad.

4 Marcdo and Hugo (2000) examine the longrun regponse of the red exchange rate to capitd flows for
Mexico. They condude tha a once and for dl unit increese in the raio of quarterly capitd inflow to
quarterly annuaized GDP would, ceteris paribus, lead to a long-run rea gppreciaion of the peso of about
12 percent. Thisconformsto economic theory.



2. Theoretical Moddl

To focus on the issue of capitd flows we need a modd of impefect asst
subdtitutability between domestic and foreign assets. We abdtract from the role of capita
markets and investment — too many things have changed in the indudrid gructure of the
Indian economy to permit incorporation in asmal macro modd.

So define (asin Branson et.d. (1977))

M +B+(F/E)
5 @

where W is red wedth, M the nomind money supply, B the supply of (Al short)
government bonds, F is the net foragn assts of the privaie sector, E is the nomind
exchange rate (here, the foreign currency price of domestic currency—an gopreciation of
the rupee is a rise in E) and P is the price level. We could have deflated by a price index,
which indudes the foreégn good price dso — but this is probably not crucid to the
empirica sory.

There are three assets and by the baance sheet condrant, if two of these are in

WO

eguilibrium, then so isthe third one.

MG - I%é,\(,w) 2

5=

where L is the red demand for money, i (i*) is the domedic (foreégn) nomind interest
rate, Y isthe output levdl. A dot over a varigdle is its time derivaive. Smilarly, there is
amarket-clearing condition for the domestic bond market.

2=J() 3

Here, Ly, L2<0,L3>0; 001,01
4>0,5<0,k5<0,00401

Fndly, thereisan IS curve



Y=AY,i- P,G)+TB(Y,Y*,E—I;) 4
where A is domedtic absorption, Y (Y*) is the domedic (foreign) output, P is the
expected (and actud) rate of inflation, G government expenditure, TB the trade balance
and P*/P isthe rdative price of foreign goods.

There ae two dynamic eguaions — a Phillips Curve and a foreign asst
accumulation equition.

P:H(Y-V)-E—Ey )

0 .
L:TB( )+I F
EP EP

(6)

The system (1) to (6) can be solved for 3 dynamic variables %, Fand 'V'; B,

A sami-reduced form for % would look like the fallowing:

Elz = (F,MF,%,GUGt+l ..... iy i seens m,m+1) (7
wherethe forcing variablesare i*, G and m(the growth rate of money).

The above is true for a fredy floaing exchange rate modd. Where intervention
takes place EP/P* becomes jointly determined with the intervention vaidble In the
Indian context with the Resarve bank of India intervening continuoudy to mantan a
condant effective exchange rae, we can invat eguation (7) to get the levd of foregn
exchange as the endogenous varidble

EP. M B kL
FE =R (o P GG s M) ®)

Equation (8) can be thought of as a semi-reduced form for EP/P* with the Centrd Bank’s
reaction function inserted in it. Or equivaently, it is the Exchange market Pressure Moddl

® That ishow the datais reported in India



with the variable of interest (for us) being the centrad Bank’s stock of foreign exchange
reserves.

Higher redl baances are associated with ared depreciation, and therefore is
negatively assodiated with the holding of foreign exchange (insofar as the Central Bank
slsforeign exchange to prevent this). Smilarly, for the country’s sock of foreign
assts, we should expect a positive relationship. In the estimated equation we should
expect capitd inflows and government expenditure to be positively associated with the
foreign exchange reserves. Findly in kegping with the exchange market pressure
literature an acquigition of foreign exchange takes place when the red vdue of the
currency ishigh.

3. Econometric Methodology

Basad on the mode in the previous section, we evauate in a VAR framework, the
raionship between red effective exchange rae, nat caoitd inflows and ther voldility,
fiscd policy indicator, monetary policy indicator, and red current account surplus The
section below describes the econometric methodology employed.

Tests for nondationaity are fird discussed, followed by a description of
cointegration and granger causdity, generdized impulse response and decompostion
andyss. Fndly, we andyze generdized impulse response andyss in a cointegrated
VAR modd.

Nonstationarity

The dasscd regresson mode requires that the dependent and independent
vaiables in a regesson be daionary in order to avoid the problem of what Granger and
Newbold (1974) cdled ‘spurious regresson’. Nondationarity or the presence of a unit
root can be teted udng the augmented Dickey-Fuller (ADF) test (1979, 1981), the
Phillips Perron (PP) test (1988) and the KPSS test proposed by Kwiatkowski et d.
(1992).

To test if a sequence y contains a unit roat, three different regresson equations
are condgdered in ADF test:

p
Dy, =a +gy, ,+qt+§ b Dy, +e, 8

i=2
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Dy, =a +gy,, +Q b /Dy, te, ©)
i=2
op
Dy, =oy,., +a b,Dy., +e, (10)

i=2

The firg eguation incdludes both a drift term and a determinigtic trend; the sscond
excludes the determinigtic trend; and the third does not contain an intercept or a trend
term. In dl three eguations, the parameter of interest is g If g=0, the y sequence has a
unit root. The edimated t-daidic is compared with the gopropriaie criticd vaue in the
Dickey-Fuller tables to determine if the null hypothess is vdid. The caiticd vaues ae
denoted by t+, tm, andt for equations (8), (9), and (10) respectively.

We follow Doldado, Jenkinson and Sosvilla-Rivero's (1990) sequentid procedure
for the ADF tet when the form of the datageneraing process is unknown. Such a
procedure is necessary since including the intercept and tend term reduces the degrees of
freedom and the power of the test implying that we may conclude that a unit root is
present when, in fact, this is not true. Further, additiondl regressors incresse the absolute
vdue of the criticd vdue meking it harder to rgect the null hypothess. On the other
hand, ingppropriatdy omitting the determinigtic terms can cause the power of the test to
go to zero (Campbell and Perron, 1991).

The sequentid procedure involves teting the most generd modd firgt (equation
8). Since the power of the tet is low, if we rgect the null hypothess, we sop a this Sage
and conclude thet there is no unit root. If we do not reject the null hypothes's, we proceed
to determine if the trend tem is dgnificant under the null of a unit root. If the trend is
ggnificant, we retes for the presence of a unit root udng the sandardized normd
digribution. If the null of a unit root is not rgected, we conclude that the series contains a
unit root. Otherwise, it does not. If the trend & not Sgnificant, we edimate equation (9)
and test for the presence of a unit root. If the null of a unit root is rgected, we conclude
that there is no unit root and sop a this point. If the null is not reected, we test for the
ggnificance of the drift term in the presence of a unit roat. If the drift term is dgnificant,
we tet for a unit root usng the sandardized normd didribution. If the drift is not
sgnificant, we esimate equation (10) and test for aunit root.



We adso conduct the Phillips Perron (1988) test for a unit root mainly because the
Dickey-Fuller tests require that the eror term be seridly uncorrdated and homogeneous
while the Phillips-Perron test is vdid even if the disturbances are seridly corrdated and
heterogeneous. The test datidics for the Phillips-Perron tet are modifications of the t-
daidics employed for the Dickey-Fuller tests but the critical vaues are precisdy those
used for the Dickey-Fuller tests.

In both the ADF and the PP tedt, the unit root is the null hypothess. A problem
with dasscd hypothess testing is thet it ensures thet the null hypothesis is not regected
unless there is srong evidence againg it. Therefore these tests tend to have low power,
that is, these tests will often indicate thet a ®ries contains a unit root. Kwiatkowski et d.
(1992) therefore suggest that based on dassica methods it may be useful to perform tests
of the null hypothess of daionaity in addition to tests of the null hypothess of a unit
root. Tests based on dationarity as the null can then be used for confirmatory andyss,
that is, to confirm concdusions about unit roots. Of courseg, if tests with Saionarity as the
null as wel as tests with unit root as the null both fal to rgect the respective nulls or both
reject the repective nulls, there is no confirmation of Sationarity or nongationarity.

KPSS Test with the Null Hypothesis of Difference Stationarity

To tes for difference daionarity (DS), KPSS assume tha the series yp with T
observations (t=1,2,...,T) can be decomposed into the sum of a determinitic trend,
random wak and stationary error

w=dt+ri+ e
where rt isarandom wak

f=re1+Mm
and m is independently and identically distributed with meen zero and vaiance s2n,
The intid vdue rp is fixed and sarves the role of an intercept. The dSationarity
hypothesis is s2,=0. If we st d = 0, then under the null hypothesis y is Sationary
around alevd (ro).

Let the resduds from the regresson of y on an intercept be g t=1,2,...,T.
The partid sum process of the resdudsis defined as

S :é €
=1



Thelong run variance of the partid error processis defined by KPSS as

s’® = lim TE(S)
A consistent estimator of s 2, s(1), can be constructed from theresiduds & as

S'()=T"& & +2T"4 w(s) § ee..

t=1 s=1 t=s+1

where w(sl) is an optiond lag window that corresponds to the sdection of a spectrd
window. KPSS employ the Bartlett window, w(sl) = 1 — 9(I+1) as in Newey and West
(1987), which ensures the non-negativity of £(). The lag operator | corrects for residud
serid corrdation. If the resdud saries are independently and identicdly didributed, a
choiceof | =0 isappropriate.

Thetegt gatidic for the DS null hypothessis

V]

h =172

m

S?/s%(l)

1

7 Qo

K PSS report the critica values of rl1Jm (p. 166) for the upper tail test.

Thus, three tests, ADF, PP and KPSS tests are used to test for the presence of a
unit root. The KPSS ted, with the null of dationarity, helps to resolve conflicts between
the ADF and PP tests If two of these three tests indicate nondationarity for any series,
we conclude thet the series has a unit root.

If the varidbles are nondationary, we test for the posshility of a cointegrating
rationship usng the Johansen and Jusdius (1990) methodology. If the varidbles are
indeed cointegrated, we can condruct a vector error-correction modd that captures both
the short-run and long-run dynamics.

Cointegration and Granger Causality

The posshility of a cointegrating rdationship between the vaiadles is tested
usng the Johansen and Jusdius (1990, 92) methodology. If the varigbles are indeed
cointegrated, we can condruct a vector eror-correction modd that captures both the
short-run and long-run dynamics
Consder the p-dimensond vector autoregressive model with Gaussan errors,



where y, is aa m”1 vector of I(1) jointly determined variables The Johansen test
asumes that the variables in y, are I(1). For testing the hypothess of cointegretion the

modd isreformulated in the vector error-correction form

p-1
Dyt =- Pyt-l +é qDyt—i +A0 *t€

i=1

i1 =i
Here the rank of B is equd to the number of independent cointegrating vectors. If the
vector y is 1(0), B will be a full rank m = m matrix. If the dements of vector y are 1(1)
and cointegrated with rank (B) = r, then P =ab(, where & and &are m ~ r full cdumn
rank matrices and there are r < m linear combinaions of yt. The mode can eeslly be
extended to include avector of exogenous (1) variables.
Under cointegration, the VECM can be represented as

Dy, =- ab'yt_l+glGDyt_i+ Aote

i=1

where a is the matrix of adjustment coefficients. If there are nonzero cointegraing
vectors, then some of the dements of & mugt dso be non zero to keep the dements of y
from diverging from equilibrium.

Johansen and Jusdius (1990, 92) suggest the LR test based on the maximum
dgavaue (I max) and trace ( wace) Satidics to determine the number of the cointegrating
vectors. Since | max test has a sharper dterndive hypothess as compared to | yace tedt, it is
used to sdect the number of cointegrating vectors.

If the presence of cointegration is established, the concept of Granger causdity
can ds be teted in the VECM framework. For example, if two vaidbles ae
cointegrated, i.e. they have a common sochadtic trend, then causdity in the Granger
(tempora) €ne mudt exid in a least one direction (Granger, 1986; 1988). Thus in a two
vaiadle vector error correction mode, we say tha the firg varidble does not Granger
cause the second if the lags of the firgt varidble and the error correction term are joirtly
not significantly different from zero. Thisistested by ajoint F or Wad c? test.

10



Generalized | mpulse Response Analysis

Dynamic rdationships among vaiadles in VAR modds can be andyzed usng
innovation accounting methods that indude impulse response functions and variance
decompogtions. An impulse response function meesures the time profile of the effect of
shocks a agiven paint in time on the future values of variables of adynamica sysem.

A mgor limitation of the conventiond method advocated by Sims (1980, 81) is that
the impulse response andysds is sendtive to the ordering of varigbles in the VAR (see
Lutkepohl, 1991). In this gpproach, the underlying shocks to the VAR modd ae
orthogondlized usng the Cholesky decompostion of the variance-covariance metrix of the
erors, S =E(eie; = PP§ where Pisalower triangular matrix. Thus a new sequence of errors
is crested with the erors beng orthogond to each other, and contemporaneoudy
uncorrdaed with unit sandard errors. Therefore the effect of a shock to any one of these
orthogondized erors is unambiguous because it is not corrdaed with the other
orthogondized errors.

Generdized impulse responses overcome the problem of dependence of the
orthogondized impulse responses on the ordering of the variables in the VAR. Koop €. d
(1996) origindly proposed the generdized impulse response functions (GIRF) for non-
linear dynamicd sysems but this was further developed by Pesaran and Shin (1998) for
lineer multivariate modds. An added advantage of the GIRF is that since no orthogondity
assumption is imposad, it is possble to examine the initid impact of responses of each
variable to shocksto any of the other varigbles.

The generdized impulse response andysis can be described in the following way.
Congder aVAR (p) modd:

x =SFx, +e, t=12,..,T. (12)

where x = (X1t, %, ... , Xnp¢isanm ~ 1 vector of jointly determined dependent varigbles
and{F;,i=12,... ,p} aaem ~ m coefficient matrices

If x; iscovariance-dationary, the above modd can be written as an infinite MA
representation

® For adetailed discussion and proofs, see Pesaran and Pesaran (1997) and Pesaran and Shin (1998).
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X =:SOAe.u t=12,...,T. (12)

where m ~ m coeffident matrices A; can be obtaned using the following recursve
reaions

A=F,A,+F,A,+..+F A i=12,..... (13
with Ao =Imand Ai= Ofor i <O0.

Condgder the efect of a hypotheticd m ~ 1 vector of shocks of sze d = (ds,
...,dm)¢ hitting the economy a time t compared with a baseline profile a time t+n, given
the economy’ s higory.

The generdized impul se reponse function of % & horizon n, isgiven by:

& =dW,,) - E(., W) (14
where the higory of the process up to period t-1 is known and denoted by the non
decreasing information set Wi.

Here the gppropriate choice of hypothesized vector of shocks, d, is centrd to the
propeaties of the impulse repone function. By usng Sms (1980) Cholesky
decompostion of S (=E(eie9) = PP the m = 1 vector of the orthogonalized impulse
response function of a unit shock to the jth equation on X, isgiven by:

y°=APe, n=01.2,.., (15)
whereg isanm ™ 1 vector with unity asits jth element and zero esewhere.

However, Pesaran and Shin (1998) suggest to shock only one dement (say "
dement), indead of shocking dl dements of e, and integrate out the effects of other
shocks usng an assumed or higoricaly obsarved didribution of errors Thus now the
generdized impulse response equation can be written as

Gl (nd;, W,,) = E(X,o[e; =d;, W,,) - E(x,,|W.,) (16)

Gl (n,d,W,_,) = E(X.,

If the errors are corrdated a shock to one error will be associated with changes in
the other errors. Assuming that e has a multivariate normad digribution, i.e, & ~ N(O, S),
we have

E(e |ejt =d,)=(s,,S,.L ,S,)& }jldj :Sejs}jldj (17)



This gives the predicted shock in each eror given a shock to g, based on the
typicd corrdation observed hidoricaly between the erors. This is different from the
case where the disturbances are orthogonad and the shock only changes the jth error as
follows

E(ele, =d,)=de, (18)

By satting d, = /s ;, in equaion (17), i.e. measuring the shock by one standard

i
devidion, the geneadized impulse regponse function that meesures the effect of a one
sandard error shock to the jth eguation a time t on expected vaues of x & timet + n is

given by

ng(n)=sj-j%A18ej, n=0,1,2, ... (19)

Thee impulse responses can be uniquely edimated and teke full account of the
historical petterns of corrdations obsarved amongst the different shocks. Unlike the
orthogondized impulse responses, these are invariant to the ordering of the variadles in
the VAR.
Generalized Variance Decomposition Analysis

The forecast error variance decompostions provide a breskdown of the variance
of the neep ahead forecast errors of vaiabdle i which is accounted for by the innovations
in vaigble j in the VAR. As in the case of the orthogondized impulse response functions,
the orthogondized forecast eror variance decompostions are dso not invariant to the
ordeing of the vaiaddles in the VAR Thus we use the genedized vaiance
decompodtion which condders the proportion of the N-step ahead forecast errors of %
which is explained by corditioning on the non-orthogondized shocks, eit, €it+1, ... , €iteN,
but explicitly dlows for the contemporaneous corrdation between these shocks and the
shocksto the other equationsin the system.

Thus while the orthogondized vaiance decompostion (Lutkepohl, 1991) is
given by,

a (etA Pe))”
qi?(n): 1=0 i,j:1,2,...,m. (20)

n
[o]

a (6™ & Ag)

=0
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the generdized variance decompodtion is given by,

S8 e de)’

1=0

qjg(n): =212, ...,m (21)

(e & A%)

Qo5

0

While by congrudion § q;)(n)=1, due to the non-zero covariance between the
i=1

non-orthogonalized shocks, § g2 (n)* 1.

=1

Pearsan and Shin (1998) have shown that the orthogondized and the generdized
impulse responses as wel as forecast error variance decompodtions coincide if S is
diagond and for a non-diagond eror variance marix they coincide only in the case of
shocks to the firg equation in the VAR. Thus to sdect between the orthogondized and
generdized andyss wefirg test if S isdiagond or not. The null hypothesisis

Ho: sij =0, foral" it j.
where sj; dands for the contemporaneous covariance between the shocks in the
endogenous varigbles.
The Likdihood-retio test stidtic is given by

LR (FolH) =2 (LLu - LLg) (22)
where LLu and LLr ae the maximized vdues of the log-likdihood function under Hi
(the unredtricted modd) and under Ho (the redtricted modd), respectively. LLu is the
system log-likdihood and LLg is computed as the sum of the loglikdihood vaues from
the individud equations The LR test datistic follows a c? distribution with degress of
freedom equd to the number of endogenous variables.
Generalized | mpulse Response Analysisin a Cointegrated VAR Model

The generdized impulse response andyss can be extended to a cointegrated
VAR modd. Congder the following Vector Error Correction Modd (VECM) described
by Pesaran and Shin (1998):

-1
Dx, =-Px,+SGDx +e,  t=12..T. @)
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§ F,fori=12..p1andL isanm’ g marix of

where P =1, - SF G =-
i=1 j=i+l

unknown coefficients.

If x is fird-difference daionary, Dx; can be written as the infinite moving average

representation,
¥
Dx, = SCie., t=12,...,T. (24)

The generdized impulse response function of X, with respect to a shock in the jth
egution isgiven by:
1
y2.(n)=s ?’B,Se, n=01,2,... (25)
where B, = _éOCj isthe cumul ative effect matrix with Bo = Co = I m.
J:
Smilaly, the orthogondized impulse response function of x; with respect to a
variable-specific shock in the j th equetion are given by
y.;(n=BPe;, n=0,1.2,... (26)
Once again the two impulse response functions as wel as the forecast error
vaiance decompodtions coincide if dther the earor vaiance-covaiance mdrix is

diagond or for a nondiagond eror variance-covariance matrix, if we shock the firg
equation inthe VAR.

3. Empirical Results

The varidbles usad in the paper are the red effective exchange rate, net capitd
inflows and ther voldility, fiscd policy indicator, monetary policy indicaor, and red
current account surplus. The REER index is the weighted average (36-country) of the
bilaerd nomind exchange raes of the home currency in tems of foregn currencies
adiusged by domedic to foreign reative loca-currency prices The exchange rae of a
currency is expressed as the number of units of Specid Drawing Rights (SDRs) that equd
one unit of the currency (SDRs per currency). A fdl in the exchange rae of the rupee
agang SDRs therefore represents a depreciation of the rupee rdative to the SDR. Smilarly,
a riee in the exchange rate represents an gppreciation of the rupee. The sum of foragn
inditutional investment and foreign direct invesment has been taken as the proxy for net
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cgpitd inflows. To compute red net capitd flows, nomind capitd flows are deflated ty
consumer price index.
The voldility of red net capitd inflows has been cdculated by usng the 3period

moving standerd deviation: M =[A/MQA (Zs.1- Zeio)’T>, where m = 3 and Z denoes

i=1
net capitd inflows. Government expenditure and high-powered money are the fiscd and
monetary policy indicators respectively. All the variadles are in red terms computed by
deflaing the nomind variables by consumer price index.

We examine the rdaionship between trade based REER, net capitd inflows and
ther voldility in the presence of fiscd and monetary policy indicators and red current
account surplus. As discussed in the introduction, net cgpitdl inflows were negligible until
the beginning of 1990s and picked up only theregfter. Since then they have been on the
rise, except for some abaraions. REER has ds0 exhibited an upward trend snce 1992-
93. REER and net capitd inflows (Figures 1A, 1B, 2 and 3) generdly moved in the same
direction and the corrdation coefficient between REER and net cgpitd inflows is 0.486
for the period 1993Q2 to 2004Q1 (Table 1). FDI rose ggnificantly in the early 1990s
while FlI flows sarted only in 1993. Both have been on the rise ever snce. Fgure 4 plots
REER and the volatility of cgpitd inflows It is dear tha both variables generdly moved
in tandem which is reflected by the corrdation coefficient of 0.426.

Now we turn to the empiricd edtimates that are based on quarterly data from
1993Q2 to 2004Q1. We fird tet for nondationarity of dl the variables. The results of the
three unit root teds are summarized in Tables 2A & 2B tha show that dl the variables
can be trested as nonddionary. Teding for dationarity of differences of each vaiadle
confirmsthat dl the variables are integrated of order one.

We use Johansen's FIML technique to test for cointegration between REER, red
net cgoitd inflows (sum of HI and FDI) and ther volaility, red money supply, red
government  expenditure, and red current account surplus’. After ascertaining that the

" Alternative messures of dl the varigbles were dso tried. For instance, to capture capitd inflows foreign
exchange rerves were employed. Volaility was messured by the three-period and four-period moving
average coefficient of variation. Alternaive moneary policy measures induded M3, M1 and domestic
credit. Fscd policy messures induded a messure of fiscd dance as described by Joshi and Little (1998) as
wdl as fiscd deficit. Various mesaures of interest rate differentid we have tried — — threemonth and one
year differentid between the Tressury Bill rate and LIBOR, difference between commercid peper rate and
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vaiadles are integrated of the same order, we sdect the order of the VAR usng the
likelihood ratio test thet suggests an optimdl lag length of 3.

The next dep is the sdection of the deeminigic terms in VAR. Since mogt
macroeconomic data exhibit a linear trend (and not quadratic trend) which can be
captured by an intercept, we select an intercept in VAR but not trend.

The maximum egenvdue tes ddidic sdects one cointegrating vector (Teble
3A). We find that dl of the variables in the cointegrating vector have he expected sgns,
as suggested by the theoreticd modd. The cointegrating vector suggedts that while REER
is pogtivdy rdaed to red net cgoitd inflows and ther voldility, red government
expenditure, and red current account surplus, it is negativey rdaed to money supply.
The signs are therefore economically plausible. The cointegrating equation® is as follows

MODEL 1: REER = 0.116* capiig fai + 0.651*vol —0.011*m + 0.044*g + 0.122*ca
(.05) (.00) (.15) (.00) (0.06)

where REER is the trade based REER (36-country), CaPsiigfqi IS red net capitd inflows
defined as sum of red net FIl and FDI, capita IS red net capitd inflows defined as
aggregate red net cepitd inflows, vol is the 3-period moving dandard deviation of
CaPsiisdi» Misred MO, g is red government expenditure, and ca is red current account
aurplus.

In the above cointegrating vector, red net capitd inflows their volatility and red
govenment expenditure are ggnificant a8 5% levd of dgnificance, current account
aurplus a 10% and red money supply a 15% (Table 4A).

Ingdead of using the aggregate of FIIl and FDI as the messure of net capitd
inflows, if we use the totd capitd inflows as they gopear in the Bdance of Payment
accounts, we get the following cointegrating eguation:

MODEL 2: REER = 0.117* capotal + 0.647*vol —0.009*m + 0.019*g + 0.095* ca
(.00) (.00) (.12) (.08) (0.07)

three-month LIBOR, threemonth LIBOR and oneyear LIBOR. The variddes sdected and reported in
modd 1 and modd 2 gave the most stisfactory results.
8 p-values of the zero-retriction test for each variable are gjiven in parentheses.
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In the above cointegrating vector, red net capitd inflows volaility of aggregate
FII and FDI are dgnificant a 5% leve of dgnificance red government expenditure and
red current account surplus a 10% leve of sgnificance, and red money supply a 15%
(Table4B).

Usng the vector eror correction modd, we test whether the varigbles
individudly Granger cause REER in both the eguaions. For this we tet for the joint
ggnificance of the lagged varigbles of each variable dong with the eror correction term.
The reaults reported in Table 5A and Table 5B indicae that the null hypothess of no
Granger causdity is strongly rgjected in dl the casesin both models.

An invedtigaion of the dynamic interaction of various shocks in the post sample
period is examined usng the vaiance decompaostion and the impulse response functions
Ingdead of the orthogondized impulse responses we use the gengdized impulse
responses and variance decompodtions. The advantage of usng the generdized impulse
responses is that the orthogondized impulse responses and variance decompositions
depend on the ordering of the variadles If the shocks to the respective equations in VAR
are contemporaneoudy corrated, the orthogondlized and generdlized impulse responses
may be quite different. On the other hand, if shocks ae not contemporaneoudy
correlated, then the two types of impulse responses may not be that different and dso
orthogonalized impulse responses may not be senstive to a re-ordering of the variables
Thus, before proceeding further, we test the hypothess that the off-diagond dements in
the covariance matrix equa zero. The LR test gatidtic is 58.569 for modd 1 and 25.0181
for modd 2 wheress the 95% driticdl vaue of the c? distribution with 5 degree of
freedom is 12.592. Therefore, the null hypothess that S is diagond is rgected for loth
modeds. Hence, we use the generdized impulse framework.

Generalized Variance Decompositions and | mpulse Response Analysis

Variance decompogtions give the proportion of the hperiods ahead forecast error
variance of a variable that can be atributed to another variable. These, therefore, measure
the proportion of the forecast error variance of REER that can be explaned by shocks
given to its determinants. Results in Table 6A and 6B provide variance decompostions
for a 24-quarter time horizon.
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For modd 1, a the end of the 24-quarter forecast horizon, around 68% of the
forecast eror variance of REER is explaned by its own innovaions Red net cgpitd
inflows and their volatility together explain about 27% of the totd varidion after 24
quarters’. As for modd 2, we find that for the same forecast horizon, around 73% of the
foreces earor variance of REER is explaned by its own innovations, capitd inflows
explan aound 55% and ther voldility explans nealy 11% of the totd varidion in
REER. Thus the rdaionship between cgpitd flows and REER is more prominet in
modd 2. In both modds deerminants of REER in descending order of importance
incdude nat capitd inflows and thar voldility (jointly), government expenditure, current
account surplus, and money supply.

Note that the forecest eror variance decompostions only give us the proportion
of the forecast eror vaiance of REER tha is explained by its determinants. They do not
indicate the direction (pogdtive or negetive) or the nature (temporary or permanent) of the
vaidaion. Thus the impulse reponse andyss is usad to andyze the dynamic rdaionship
among vaiables

Impulse responses for mode 1 are shown in figures 5A.1-5A.5 and those for
modd 2 are shown in figures 5B.1-5B.5. In both the models, the directions of changes
obsarved in the impulse responses conform to the dgns obtaned ealier in the
cointegrating vector. The immediate and permanent effect on REER of a one dandard
devidgion shock to net cgpitd inflows is podtive. The net impact of a one standard
deviation shock to the voldility is podtive in the short run as wdl as in the long run. A
one dandard deviation shock to red money supply hes a long run negative impact on
REER, though it is podtive in some d the initid periods. The immediate and permanent
effect of a one dandard deviaion shock to government expenditure is podtive. A one
dandard deviation shock to the current account surplus has a negative effect initidly but
the permanent effect is postive

It is noteworthy that al shocks have a pamanent effect on the REER, which is
what we expect, given that it is nondationary. Thus, both modes give Smilar results.

® Note that the generalized forecast error variance decompositions add to more than 100 percent. The
meagnitude of the sum depends on the strength of the covariances between the different errors.
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Now we turn to the results to capture the intervention by the Reserve bank of
India. For this we look into the rdationship between red foreign exchange acquigtions,
trade based REER (36-countries), net cgpitd inflows, fiscd policy indicator, monetary
policy indicator, and red current account surplus All three unit root tests (ADF, PP and
KPSS — Table 2A and 2B) condude that red foreign exchange acquidtion is nondationary.
Therefore we use Johansen's FIML technique to test for cointegration between foregn
reserve acquigtions REER, red net capitd inflows (sum of FlI and FDI), red money
upply, red government expenditure, and red current account surplus We sdect the
order of the VAR using the likelihood ratio test that suggests an optimd lag length of 3.

The maximum egenvaue test ddigic sdects one cointegrating relation between
the varidbles (Table 7). We find that dl of the variables have the expected dgns as
uggested by the theoreticd modd. The cointegrating vector suggests that while red
foreign exchange acquistions is pogdtively reated to REER, red ret capitd inflows, red
government expenditure, and red current account surplus, it is negdively rdaed to
money supply. The dgns ae thaedore economicdly plausble The cointegrating
equation' isasfollows

MODEL 1. forexacq=3.98*REER + 0.76*cap —0.015*m + 0.32*g + 1.47*ca
(.02) (00) (.00 (00) (.00

All the variadles in the aove cointegrating vector are sgnificant a the 5% leve
(Tdble 8 and have the correct dgns—i.e, in accordance with our theoreticd
presumption.

5. Conclusions

This paper finds that the red effective exchange rate is cointegrated with the leve of
cgoitd flows, volaility of the flows high-powered money, current account surplus and
government expenditure. This rdaionship is daidicdly dgnificat and eech of the
above determinants Granger causes the red effective exchange rate. The generdized
variance decompogtions show that determinants of the red exchange rate, in descending

10 Red fordign exchange acqisiions are denoted by forexacy. pvaues of the zero-restriction test for each
vaicble are given in parentheses



order of importance incdude net capitd inflows and thar volaility (jointly), government
expenditure, current account surplus and the money supply. The direction of the
generdized impulse responses conform to the Signs obtained in the cointegrating vector.
Shocks to eech of the determinants have a long run impact on the red effective exchange
rate thet is congstent with economic theory.

Turning to the foreign exchange resarves of the RBI, we have tried to suggest that
we can use a semi-reduced form (that includes the RBI's unknown resction function) to
get a cointegregating vector. This line of enquiry is fruitful and needs to be examined in
detall.
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Table 1. Corréation Coefficients (1993Q2 — 2004Q1)

Real Variables
REER | Capriiafdi | CRotal vol m g ca
REER | 1000 | 0486 | 0360 | 0426 | 0843 | 0172 | 0711
forexacq | 0742 | 0605 | 0500 | 0418 | 0698 | 0174 | 0802
Table 2A: Unit Root Tests (1993Q2-2004Q1)
Null: g=0in| Null: g=0, [ Null: g=0in | Null: g=0, Null: g=0 RESULTS
VARIABLE/ Eqg. (3) a=0in Eq. Eq.(2) a=0in Eq. Eqg. (1) (UNIT ROOT
TESTS te 3) tm (2) t PRESENT)
f 1 f 1
AEEETF? -1.4009 1.8080 0.04114 0.6484 1.1582 Yes
PEEETF? -2.1304 22999 -15191 22062 1.3670 Yes
ADF Tedt -2.3060 28043 | -20100 | 24078 | -0.23922 Yes
Caxiig di
- Te 23263 | 29413 | -20119 | 24115 | -0.02029 Yes
capii& fdi
AE; Test -2.6388 3.6802 -2.1298 24788 -0.04329 Yes
otal

PP T

o -6.9248 No
ADF Ted 21143 27410 | -1.4563 10676 | -03011 Yes

vol

PP;()IT& 27770 30201 | -2.7024 38795 | -05398 Yes
ADFmTe“ -0.5978 1.5670 1.3695 22683 1.8135 Yes
PP - Tedt -1.9132 22985 0.3213 26435 23285 Yes
ADFgTa -2.5618 3.6078 -1.9449 1.9427 0.07158 Yes
PP E Tedt -8.3444 No
ADE aT est -1.7547 41156 | 014148 | 036052 | -0.1611 Yes
PP ;aT est -3.1244 53773 -1.9277 20253 -2.0482 Yes
ADF Ted
For e 110570 | 20193 0.1686 0.5987 0.9687 Yes
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PP—Text
Forexacq -2.7294 45127 -1.3890 11195 —0.3760 Yes
Critical Values
10% -3.13 534 -2.57 3.78 -1.62
5% -341 6.25 -2.86 459 -1.95
1% -3.96 8.27 -343 6.43 -2.58
Table 2B: KPSS Level Stationarity Test
: Concluson
Va['sgslw =0 | L=1 | 1=2 | 1=3 | I=4 | I1=5 | I1=6 | I=7 | 1=8 | (UnitRoot
Present)
REER 258 | 140 | 100 0.80 0.68 060 | 055 | 051 | 048 Yes
capriiefdi | 067 | 043 | 036 0.33 0.31 031 | 031 | 032 | 031 No
CaProtal 048 | 049 | 045 | 040 0.37 035 | 035 | 036 | 0.36 Yes
vol 083 | 048 | 037 0.33 0.32 031 | 030 | 029 | 0.28 No
m 364 | 197 | 139 1.09 0.91 079 | 0.70 | 064 | 059 Yes
g 057 | 060 | 066 0.74 0.58 052 | 050 | 0B1 | 046 Yes
ca 183 | 112 | 085 0.71 0.61 053 | 048 | 044 | 041 Yes
forexacq | 191 | 112 | 084 0.68 0.58 051 | 046 | 042 | 040 Yes
Note | isthe lag truncation parameter.
U
Asymptatic criticd vduesfor hyy,
Critical level: 0.10 0.05 0.025 0.01
U
Critical value(hn): 0.347 0.463 0.574 0.739
Table 3A: Testsfor Cointegration: | o Tests
: : ‘g Critical values No. of
Ho: | Hi: | Statigtics 5% | 9% RESULTS CV.
MODEL 1: REER =f(capiisfdi, vol, m, g, ca)
r=0|r=1 50.22 39.83 36.84 Reject Null Hypothesi's 1
rel|r=2 26.08 33.64 31.02 Do not reject Null Hypothesis

Note r isthe order of cointegration. C. V. denotes the cointegrating vector.
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Table 3B: Testsfor Cointegration: | 5 Tedts

Ho: | Hi: | Statistics 9%{)‘/3031 V%'gj/f RESULTS '\C'OVOf
MODEL 2 : REER = f(capoa, VoI, M, g, Ca)

r=0|r=1 59.99 39.83 36.84 Regect Null Hypothesi's 1
rel|r=2 19.18 33.64 31.02 Do not rgect Null Hypothesis

Note: r isthe order of cointegration. C. V. denotes the cointegrating vector.

Table 4A: Zero-Restriction Test

Null Hypothesis ( calcﬁlzat ) Concluson

Capriiafdi = 0 3.80 (.05) Reect null hypothes's
vol =0 24.78 (.00) Regect null hypothess
m=0 2.00 (.15) Regect null hypothess
g=0 8.55 (.00) Regect null hypothess
ca=0 3.65 (.06) Regect null hypothess

Note : p vauein parenthess

Table4B: Zero-Redtriction Test

Null Hypothesis ( calcﬁlzat ed) Concluson

Capotal = 0 14.82(.00) Reject null hypothes's
vol =0 35.32(.00) Reject null hypothes's
m=0 2.58(.11) Regect null hypothesis
g=0 3.13(.08) Regect null hypothess
ca=0 3.26(.07) Rgect null hypothess

Note : p vdue in parenthess
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Table5A: Granger Causality Tests

. Number c2 -
Null Hypothesis of Lags | (calculated) Concluson

MODEL 1: REER =f(capiis1di, VoI, g, ca)

Sai':-_sz’ not Granger caused by 2 845(04) | Reect null hypothesis:

1 |

REER isnot Granger caused by val 2 553(.14) | Rgect null hypothesst**
REER isnot Granger caused by m 2 10.56 (.01) Regect null hypothesis*
REER isnot Granger caused by g 2 7.03 (.07) Regect null hypothesis**
REER is not Granger caused by ca 2 7.54 (.06) Regect null hypothesst*

Note: p value in parenthesis.
* xk kxk gt 5%, 10% and 15% level of significance respectively

Table 5B: Granger Causality Tests

. Number of c2 .
Null Hypothesis Lags (calculated) Concdlusion
MODEL 2 : REER = f(capoa, VoI, g, Ca)
EEES Isnot Granger caused by 2 761(06) | Rdect null hypothesis™
ot
REER is not Granger caused by vol 2 10.15(.02) | Rgect null hypothesis*
REER isnot Granger caused by m 2 11.33(.01) Regect null hypothess*
REER isnot Granger caused by g 2 8.27(.04) Regect null hypothesis*
REER is not Granger caused by ca 2 8.13(.04) Regect null hypothesis*

Note: p valuein parenthesis.

* ** at 5% and 10% level of significance.

Table 6A: Generalized Forecast Error Variance Decomposition for

REER
Horizon REER Cafxiig fdi vol m g ca
0 1.000 0.000 0.008 0.083 0.105 0.001
1 0.876 0.050 0.091 0.037 0.171 0.001
4 0.814 0.051 0.084 0.035 0.184 0.025
8 0.688 0.106 0.159 0.020 0.145 0.065
12 0.688 0.103 0.162 0.016 0.142 0.067
16 0.685 0.104 0.165 0.014 0.139 0.069
20 0.683 0.104 0.167 0.012 0.137 0.071
24 0.682 0.104 0.168 0.012 0.135 0.072
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Table 6B: Generalized Forecast Error Variance Decomposition for

REER
Horizon REER CaRotal Vva m g ca
0 1.000 0.232 0.037 0.099 0.135 0.001
1 0.920 0.352 0.100 0.042 0.137 0.005
4 0.830 0.473 0.077 0.039 0.117 0.038
8 0.731 0.535 0.107 0.022 0.085 0.074
12 0.740 0.539 0.106 0.019 0.086 0.071
16 0.734 0.547 0.108 0.016 0.082 0.074
20 0.734 0.550 0.108 0.014 0.081 0.074
24 0.733 0.553 0.109 0.013 0.079 0.075

Note Entries in esch row are the percentages of the variances of the forecest eror in REER that can be
atributed to each of the vaiables indicated in the column headings. The decompostions are reported for
one, four-, sx, twdve, and twenty four-quarter horizons. The extent to which the generdized error
variance decompostions add up to more or less than 100 percent depends on the strength of the covariances
between the different errors.

Table 7: Testsfor Cointegration: | o Tests

Ho: | Hi: | Satistics 9%[,2'0‘3" V%'g;i RESULTS '\(':OVOf
MODEL : forexacq = f(REER, cap, m, g, ca)

r=0|r=1 54.45 39.83 36.84 Reject Null Hypothes's 1
rel|r=2 28.77 33.64 31.02 Reject Null Hypothes's

Note: r isthe order of cointegration. C. V. denotes the cointegrating vector.

Table8: Zero-Restriction Test

c2

Null Hypothesis (calculated) Concluson

REER=0 05.42 (.02) Reiect null hypothesis
cap=0 12.85 (.00) Regect null hypothess
m=0 15.82 (.00) Regect null hypothess
g=0 34.36 (.00) Regect null hypothess
ca=0 08.91(.00) Reject null hypothesis

Note : p vaue in parenthess




Figure 1A: REER vs. Net Capital Inflows (Nominal)
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Figure 1B: REER vs. Net Capital Inflows (Real)
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Figure 2: REER vs. Net Capital Inflows (FII+FDI) (Real)
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Figure 4: REER vs. Volatility
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Generalized Impulse Responses of REER to One Standard Error Shocks

to other Variables:

Figure 5A.1: Shock to Real Net Capital | nflows (capyiisfdi)
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Figure 5A.2: Shock to Volatility of Real Net Capital | nflows (vol)
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Figure 5A.3: Shock to Real Money Supply (m)
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Figure 5A.4: Shock to Real Government Expenditure (g)
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Figure 5A.5: Shock to Real Current Account Surplus(ca)
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Figure5B.1: Shock to Real Net Capital | nflows (capiota)
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Figure5B.2: Shock to Volatility of Real Net Capital | nflows (vol)
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Figure5B.3: Shock to Real Money Supply (m)
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Figure5B.4: Shock to Real Government Expenditure (Q)
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Figure 5B.5: Shock to Real Current Account Surplus (ca)
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Data Definitions and Sour ces

Variables used in the modesreported:

Variable Definition Source
The REER index Is the weghted average of
the bilaterd nominad exchange raes of the
home currency in terms of foreign currencies
Real Effective | adjusted by domedtic to foreign rdaive locad- | Handbook of Statistics
Exchange Rate | currency prices The exchange rate of a| onlIndian Economy and
(REER) currency is expressed as the number of units | RBI Bullein
of Specd Drawing Rights (SDRs) that equd
one unit of the currency (SDRs per currency).
The number of countries used is 36.
Two messures.
1Sum of red Fodgn  Inditutiond ook of
- Invesment and red Foregn  Direct | Han Satigics
Rﬁlﬂl;,evts((:;%;al Investment (capxiia.fdi) on Indian Economy and
2. Sum of FlI, FDI, Loans, Banking Capitd, | RBI Buletin
Rupee Debt Service and Other Capitd
) Fandbook of S
an of Statistics
Monq(/m?upply Red MO on Indian Economy and
RBI Bulletin
Current Account | Aggregate Creditsto Current Account minus g'nalqr?dﬁéd Sta'St;SId
Surplus(ca) Aggregate Debits to Current Account. RBI Bl em::onomy
Government - . Monthly Abgtract of
Expenditure ggz%?;ue Expenditure + Totdl Capita Satigicsand
(9) www.indiastat.com
Three period moving average sandard
Volatility in Real | deviation of sum of real FDI and red FII:
Net Capital m
nflows | \{ =[UMA @~ Zy V1" wherem=3 cAadae
(vol) i=
and Z iscap.
Foreign
Exchange Change in the foreign exchange reserves Calculated
Acqguigtions over the last quarter.

(forexacq)
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Variablesin other modedstried but not reported:

Variable Definition Source
Threemeasures:
1. Commercid Paper Rate-3 months LIBOR -
nteeg | 2 3month TBill rte—3monthsLIBOR E'n""?ﬁd?‘;ﬂ’kg’f S
Differ ential 3. 1-year T-Bill interes rate— 1 year LIBOR Bulldin andconomy,
Two measures of foreign interest rate: W forecasts.or
1. 3months LIBOR ' g
2. 1year LIBOR
Real Domestic | Outdanding Bank Credit to the commercia Hendoook of Statistics
Credit sector on Indian Economy and
RBI Bulletin
Handbook of Statistics
: . . . on Indian Economy and
Fiscal Deficit Red Gross Fiscd Defict Cortroller Generd of
Acoounts
Handbook of Statistics
Exchange Rate | Red Effective Exchange Rate (Export based) on Indian Economy and
RBI Bulletin
Two measures. Handbook of Statistics
Money Supply | 1. Red M1 on Indian Economy and
2.Red M3 RBI Bulletin
Difference between actud fiscd defiat (X) Cdculated on the baas of
and cydicdly neutrd fisca defiat (CNFD) formulain Joghi, Vijay
where CNFD =g GDP* - t GDP*, and |.M.D. Little (1998),
. g = expenditure to nomind GDP ratio (ina “India: Macroeconomics
Fiscal Stance | iy e base period) and Political
t = revenue to nomind GDP rdio ( in a given | Economy,1964-1991" |
base period) Chapter 9, Oxford
GDP* = trend vdue of GDP Universty Press.
Time vaying three-quater or four-quarter
coefficient of vaiaion of red net capitd
inflows (both measures). This is caculaed
asfollows:
Volatility of L
Capital Inflows Zu -} Calculated

i_
1-'1'1
(V. =

v

_—

L

wherem =édther 3or4 and Z isred net
cgoitd inflows
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